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Overview Results 

A one-line drop-in replacement 
for ESM2 that incorporates 
enriched structural information 
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Training Implicit Structure Model (ISM) 

Structural Token Ablation
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How? Learn to predict tokens 
derived from structure model(s)

Other Functional Tasks
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- 20K PDB proteins 
- 6M Alphafold proteins in 
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Atomic Autoencoder Structure Tuning
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ℒStruct−Tuning = ℒMLM + ℒm
Struct

*ISM is structure-tuned with 2 models - Atomic Autoencoder, MutRank

Structure-Tuning Loss

Key Takeaway: improves on structural 
tasks, preserves performance on others


